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Abstract

Cancer as a disease is known to all but the behavior of it is yet to be known exactly. After diagnosis of cancer
one can know about its stages and according to that treatment of a cancer patient is generally started.  The main
part of any cancer treatment is to prolong the advancement of cancer to further sites of human body and thus
to increase the survival rate of the patient.

In this paper, attempt was made to study the transitions behavior of a cancer patient from one stage of cancer
to another through a Markov process. By considering all the possible stages of cancer patient a stochastic process
was defined. The stages of cancer were divided into two phases viz. curable and incurable. As long as the patient
remains in the curable phase the treatment given to the patient will be more effective. The paper primarily dealt
with the conditions of the curable phase of cancer.

In this paper, the different probabilities that the patient will visit the state 2 for the first time provided it was in
state i initially (i = 0, 1) were calculated. The different waiting time distributions from one state to an advanced
state were also calculated. The expected number of visits to the healthy state 0 from an unhealthy state i (i = 1, 2)
as calculated in this paper will help in knowing about the effectiveness of the treatment given to a cancer patient.

Keywords : Stages of cancer, States of Stochastic process, Curable phase, Incurable phase, Markovian process.

1. Introduction

Cancer diagnosis is the first and foremost
step of cancer management. Cancer diagnosis is
mainly a combination of careful clinical
assessment and diagnostic investigation including
endoscopy, imaging, histopathology, cytology and
laboratory studies. Once diagnosis of cancer is
confirmed, it is necessary to ascertain the staging
of cancer to make choices of therapy, for
prognostication, to facilitate the exchange of
communication, to determine the time to stop
therapy and to standardize the design of research
treatment protocols (Devita et.al., 1982).

With sufficient multiplication of cancerous
cells, the cancer becomes apparent to the

individual or to the physician. Generally it takes
the form of a lump that may be seen or felt in the
organ of origin. Sometimes, even before
detection, the cancer may spread to lymph nodes
or if very rapid in nature, it may be detectable as
distant metastases. But even after malignancy has
started, it may still be possible to prevent
progression to the invasive form of the disease.
Timely recognition and excision of dysplasia or
carcinoma in situ can prevent the progression of
cancer to invasive cancer. With invasive cancer,
removing cancer surgically or destroying
cancerous cells by radiation or chemotherapy in
some cases may cure it. Thus with early detection,
there is a greater chance of the curative treatment
to be successful (Goyal et. al., 2001).
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Cancers can be classified either in
accordance to the affected types of cells and
organs of the body or in terms of spreading of
cancerous cells to different organs of the body.

Now classification of cancers in terms of
spreading of cancerous cells to different organs
can be well understood from the following figure
(National Cancer Control Programmes, 2002) :

Here dysplasia is the first indication of
abnormality in the character of cells. Carcinoma
in situ is used to refer to the changes in cell nuclei
but with no penetration of the underlying
membrane that holds them in the tissue of origin.
Localized invasive cancer is the abnormal cell
growth involving areas underlying the tissue of
origin. Regional lymph node involvement is the
extension of cancerous cells to the regional lymph
node that drains the area. Distant metastases are
due to the spread of cancerous cells through the
blood vessels or lymphatic system that affect
other organs rather than the organ of origin
(National Cancer Control Programmes, 2002).

It has been observed that complete remission
is possible only when the patient is diagnosed in
the early stage of cancer i.e. in any of the stages
viz., dysplasia or carcinoma in situ. Thus we have
placed the first three stages of cancer
development i.e. the stages viz., healthy cells (H),
dysplasia (D) and carcinoma in situ (C) under a
phase to be termed as the Curable phase. When
the patient reaches the stage of localized invasive
cancer (L) then there is every possibility of going
forward to any of the stages viz., regional lymph
node involvement (R) and distant metastases
(DM). In such a situation, restoration of functional

health viz., physical, developmental and
psychosocial aspects of the patient becomes the
main look out of the Physician. Thus all these
three stages have been placed under a phase to be
named as the Incurable phase. The last stage of
the curable phase i.e. the carcinoma in situ (C) is
the border stage between the curable phase and
the incurable phase as from this particular stage a
patient either may remain in the curable phase or
advances to the incurable phase. Obviously the
last stage of the incurable phase i.e. the stage of
distant metastases (DM) is the stage of no return
or the ultimate stage for the cancer patient with
almost no chance of survival. The life of the
cancer patient gets automatically accelerated from
the time he enters the incurable phase. In this
phase the patient goes through a sequence of
transitions viz., a stage with accelerated cancer
situation and then to a stage to be followed by
death (Klein, et al. 1984).

In this paper, attempt has been made to
analyze the behavior of the disease cancer though
a stochastic process by defining the three stages
under curable phase as states 0 (i.e., H),1 (i.e., D),
2 (i.e., C) and the three stages under incurable
phase as 3 (i.e., L), 4 (i.e., R), 5 (i.e., DM)
respectively.

Healthy cells               Dysplasia                Carcinoma in situ                 Localized invasive

cancer             Regional lymph node involvement              Distant metastases

Fig. 1 : Different phases of cancer development.

Curable phase Incurable phase

0            1 2 3 4 5

Border stage

Fig. 2 : Transition graph between different states of curable and incurable phases.
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Now with the help of  the transition graph in Fig 2, we can define a stochastic process {X (t), t
0} with state space S = { 0, 1, 2, 3, 4, 5 }, where X(t) = i , (i = 0, 1, 2, 3, 4, 5) represents the stage
of a cancer patient at time t (Biswas, 1993; Medhi, 1998). The corresponding transition matrix in this
case is given by

0 1 2 3 4 5

0 1 − λh λh 0 0 0 0

1 μd 1 − (λd + μd) λd 0 0 0

R = 2 0 μc 1 − (λc + μc) λc 0 0

3 0 0 0 1 − λ1 λ1 0

4 0 0 0 0 1 − λr λr

5 0 0 0 0 0 1

where λh, λd, λc, λ1 and λr are the failure rates of transition from states 0, 1, 2, 3 and 4 respectively
μd, μc are the cure rates at states 3 and 2 respectively.

2. Analysis of Curable phase

Analysis of the stochastic process under the curable phase is included in details in the following
sections.

2.1 Assumptions

For ease of analysis we made the following assumptions under the curable phase :
(1) The patients considered for the study are either in stage D or in stage C initially.
(2) The stages H, D and C are to be defined as states 0, 1 and 2 respectively.
(3) The system is to be analyzed assuming that it transits between states 0, 1 and 2.
(4) C is the border state between the curable and the incurable phases.
(5) Treatment of any patient is to be started immediately after diagnosis.
(6) The treatment process is terminated as soon as the patient enters the incurable phase.
(7) Spreading rates λi (i = 0, 1, 2) of the disease are constant but different at different states.
(8) Cure time distribution applied to the patient to control the disease is general in nature but

varies from state to state.

2.2 Stochastic process

The cancer patient is kept under constant observation in the time interval (0, t), t ≥ 0. Now let X
(t) = i (i = 0, 1, 2) be the state of the cancer patient at time t and hence {X (t), t ≥ 0} will be a stochastic
process with state space S = {0, 1, 2}. The transitions of the process are of the types i → i + 1 (i =
0, 1, 2) and i → i−1 (i = 1, 2). The corresponding transition matrix is

0 1 2 3

0 1 − λ0 λ0 0

C = 1 μ1 1 − λ1 − μ1 λ1

2 0 μ2 1 − μ2

10 Sharma and Sarmah / The Clarion (2012)
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2.3 Stochastic process

In this curable phase, the system is analyzed
by assuming that the patient transits between the
states 0, 1 and 2. The life times (or times to failure)
of the cancer patient have independent exponential
distributions with parameter λi (i = 0, 1, 2). Let t1,
t2, ......... be the epochs at which the patient
transits from one state to another so as to start the
treatment immediately.

Now according to assumption (8), the cure
time distribution is general but is different at
different states. Thus the epoch at which the
patient enters a certain state loses its predictive
nature (Medhi, 1998).

Let Xn = i be the state of the process at the
nth transitions occurring at the epoch tn. Therefore,
{Xn, tn,  n = 0, 1, 2 .......} is a Markov Renewal
Process with state space S = {0, 1, 2} and with
Semi Markov kernel Q(t) = {Qij (t)}, where

Qij (t) = Pr {Xn+1 = j, tn+1 − tn ≤ t⎪Xn = i}

Thus Qij (t) is the probability that the patient

is in state j as an effect of nth transitions provided
he was in state i initially and is given by

Qij (t) = Pr {Xn = j, tn−1 ≤ t⎪Xn−1 = i}

= λi exp (− λi t) G− i (t) for i = 1; j = i + 1 (1)

exp (− λi t) gi (t) for i = 1, 2; j = i − 1 (2)

Qn (t) = Pr {Xn = i, tn − tn−1 ≤ t⎪Xn−1 = i}

= exp (− λi t) G− i (t) for i = 1, 2 (3)

where, gi (t) = Probability density function (p.d.f)

Gi (t) = Cumulative distribution function (c.d.f)

and G− i (t) is the reliability function of cure time
distribution in state i.

Now

Q00 (t) =  exp (− λ0 t) (4)

Q01 (t) =  λ0 exp (− λ0 t) (5)

Q10 (t) =  exp (− λ1 t) g1 (t) (6)

Q11 (t) =  exp (− λ1 t) G− 1 (t) (7)

Q12 (t) = λ1 exp (− λ1 t) G− 1 (t) (8)

Q21 (t) =  exp (− λ2 t) g2 (t) (9)

Q22 (t) = exp (− λ2 t) G− 2 (t) (10)

Now we have defined Pij (t) as the waiting
time distribution for a cancer patient in the state i
before going to the state j i.e., Pij (t) is the
probability that a patient is found in state j in
(0, t] provided he enters the state i initially. Thus

Pij (t) = Pr (Tij ≤ t) = Pr (tn+1 − tn ≤ t⎪Xn = i, Xn+1 =j)

Now Pij (t) ’s can be obtained by using the

concept of renewal equations as follows (Biswas,
1993; Medhi, 1998) :

P00 (t) = Q00 (t) + Q01 © P10 (t) (11)

P10 (t) = Q10 (t) + Q12 © P20 (t) (12)

P20 (t) = Q21  © P10 (t) (13)

Here © stands for convolution.

On using Laplace transformations (Spiegel, 1986)
on (11), (12) and (13), we have

P00 (s) = Q00 (s) + Q01 (s) P10 (s) (14)

P10 (s) = Q10 (s) + Q12 (s) P20 (s) (15)

P20 (s) = Q21 (s) P10 (s) (16)

On using (16) in (15), we have

P10 (s) =
Q10 (s)

(17)
1−Q12 (s) Q21 (s)

Consequently on using (17) in (16), we have

P20 (s) =
Q10 (s) Q21 (s)

(18)
1−Q12 (s) Q21 (s)

2.4. The probability of 1st visit to the border
state 2 of the curable phase

As mentioned in assumption (4), carcinoma
in situ (C) i.e. state 2 is the border state between
curable and incurable phases. From this state, the
patient may either remain in the curable phase or
advances to the incurable phase. As long as the
patient remains in the curable phase the treatment
will be more effective. Thus tried to find what

⎧
⎨
⎩
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will be the probabilities that the patient visits the

state 2 for the first time provided it was in state i

initially (i = 0, 1).

We have defined

H12 (t) = Probability that the patient visits the
state 2 for the first time provided it was

in state i initially (i = 0, 1).

H12 (t) ’s can be obtained by using the concept of
renewal equations as follows :

H02 (t) =  Q01 © H12 (t) (19)

H12 (t) =  Q10 © H02 (t) + Q12 (t) (20)

On using (20) in (19), we have

H02 (t) =  Q10 © Q10 © H02 (t) + Q12 (t) (21)

On using Laplace transformations in (20) and

(21), we have

H12 (s) =  Q10 (s) H02 (s) + Q12 (s) (22)

And consequently H02 (s) as

H02 (s) =
Q12 (s)

(23)
1−Q01 (s) Q10 (s)

On putting (23) in (22), we have

H12 (s) = Q12 (s)   1+
Q10 (s)

(24)
1−Q01 (s) Q10 (s)

2.5. Expected number of visits to the healthy
state 0 during the treatment interval (0, t)

Cure of cancer will be effective only when
the patient returns to the healthy state during the
treatment period. Thus it becomes necessary to
know about the nature of transitions of a cancer
patient to the healthy state 0 from an unhealthy
state. For this purpose we define the probability
Ni0 as

Ni0 = The expected number of visits to the healthy
state 0 from an unhealthy state i (i = 1, 2)

Now,

N10 (t) = Q10 © {1+ N00 (t)} Q12 © N20 (t) (25)

⎧
⎨
⎩

⎧
⎨
⎩

with

N00 (t) = Q01  © N10 (t) (26)

N20 (t) = Q21  © N10 (t) (27)

On using Laplace transformation in (26), (27) and
(25) we have

N00 (s) = Q01 (s)  N10 (s) (28)

N20 (s) = Q21 (s)  N10 (s) (29)

N10 (s) = Q10 (s) {1+ N00 (s)}+ Q12 (s) N20 (s) (30)

Finally on using (28) and (29) in (30), we have

N10 (s) =
Q10 (s)

(31)
1− Q10 (s) Q01 (s) − Q12 (s) Q21 (s)

Now on using (31) in (28) and (29), we have

N00 (s) =
Q01 (s) Q10 (s)

(32)
1− Q10 (s) Q01 (s) − Q12 (s) Q21 (s)

N20 (s) =
Q21 (s) Q10 (s)

(33)
1− Q10 (s) Q01 (s) − Q12 (s) Q21 (s)

Now Pij (t), Hi2 (t), and Ni0 (t) ’s can be
obtained by taking inverse Laplace transformation
of the corresponding Laplace Transforms.
However with different forms of  gi (t) and G− i (t),
exact expressions for  Pij (t), Hi2 (t), and Ni0 (t), ’s
may also be obtained.

2.6. Different cure time distributions

As mentioned earlier, to prevent the disease
cancer, it is necessary to prevent the unusual
growth of cells as far as possible through proper
treatment. The treatment can take different forms
and it is always tailored to the need of the
individual patient. Depending upon the  serverity
of the disease and the types of ailments present at
the starting time of the treatment, it is necessary
to adopt different combinations of treatment as
suggesed by the Doctor to treat the patient more
effectively. In general, cure rates are functions of
time. Therefore, though it is customary to use
constant failure time so as to have mathematical
flexibility, one can make use of any other
cure time distribution other than exponential

12 Sharma and Sarmah / The Clarion (2012)
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distribution. In the following section, we have considered three different cure time distributions viz.,
Exponential (Mukhopadhyay, 2000), Uniform (Mukhopadhyay, 2000) and Rayleigh (Miller, 1981)
distribution.

Now when cure time distribution is exponential with parameter μ and of the form
gi (t) = μi exp (− μi t), i = 0, 1, 2; μ > 0; t ≥ 0, we have obtained following :

P00 (s) =
1

1+
λ0μ1 (λ2 + μ2 + s)

(λ0 + μ0 + s) (λ1 + μ1 + s) (λ2 + μ2 + s) − λ1μ2

P10 (s) =
μ1 (λ2 + μ2 + s)

(λ1 + μ1 + s) (λ2 + μ2 + s) − λ1μ2

P20 (s) =
μ1 μ2

(λ1 + μ1 + s) (λ2 + μ2 + s) − λ1μ2

H02 (s) =
λ1 (λ0 + μ0 + s)

(λ0 + μ0 + s) (λ1 + μ1 + s) − λ0μ1

H12 (s) =
λ1

1+
μ1 (λ0 + μ0 + s)

(λ1 + μ1 + s) (λ0 + μ0 + s) (λ1 + μ1 + s) (λ2 + μ2 + s) − λ0μ1

N00 (s) =
λ0μ1 (λ2 + μ2 + s)

[(λ0 + μ0 + s) (λ1 + μ1 + s) (λ2 + μ2 + s) − λ0μ1 (λ2 + μ2 + s) − λ1μ2 (λ0 + μ0 + s)]

N10 (s) =
μ1 (λ0 + μ0 + s) (λ2 + μ2 + s)

[(λ0 + μ0 + s) (λ1 + μ1 + s) (λ2 + μ2 + s) − λ0μ1 (λ2 + μ2 + s) − λ1μ2 (λ0 + μ0 + s)]

N20 (s) =
μ1μ2 (λ0 + μ0 + s)

[(λ0 + μ0 + s) (λ1 + μ1 + s) (λ2 + μ2 + s) − λ0μ1 (λ2 + μ2 + s) − λ1μ2 (λ0 + μ0 + s)]

Similar when cure time distribution in uniform of the form gi (t) =     , 0 ≤ t ≤ a, in the interval
(0, ai), we have calculated the following values

P00 (s) =

P10 (s) =

P20 (s) =

1
ai

⎡
⎢
⎣

⎡
⎢
⎣

⎡
⎢
⎣

⎡
⎢
⎣
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H02 (s) =

H12 (s) =

N00 (s) =

N10 (s) =

N20 (s) =

When cure time distribution is Rayleigh with the form

gi (t) =β i t  exp (−    β it
2) t > 0, β i ≥ 0, i = 1, 2

P10 (s) =
β1 R′1 (λ2 + s)2

(λ1 + s)2 (λ2 + s)2 − β2 λ1 (λ1 + s) R′1 R′2

P00 (s) =
1

1+
β1 λ0 R′1  (λ2 + s)2

(λ0 + s) (λ1 + s)2 (λ2 + s)2 − β2 λ1 (λ1 + s) R1 R′2

P20 (s) =
β1β2 R′1 R′2

(λ1 + s)2 (λ2 + s)2 − β1 λ1 (λ1 + s) R′1 R′2

H02 (s) =
λ1 R1 (λ0 + s) (λ1 + s)

(λ0 + s) (λ1 + s)2 − β1 λ0 R′1

1
a

⎡
⎢
⎣

⎡
⎢
⎣

⎡
⎣

⎡
⎣

14 Sharma and Sarmah / The Clarion (2012)
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H12 (s) =
λ1 R1

1+
β1 R′1  (λ0 + s) (λ1 + s)

(λ1 + s) (λ0 + s) (λ1 + s)2 − β1 λ0 R′1

N00 (s) =
β1R′1λ0 (λ2 + s)2

(λ0 + s) (λ1 + s)2 (λ2 + s)2 − β1R′1λ0  (λ2 + s)2 − β1R′1R′2  (λ0 + s) (λ1 + s)

N10 (s) =
β1R′1 (λ0 + s) (λ2 + s)2

(λ0 + s) (λ1 + s)2 (λ2 + s)2 − β1R′1λ0  (λ2 + s)2 − β1R′1R′2  (λ0 + s) (λ1 + s)

N20 (s) =
β1β2R′1R′2 (λ0 + s)

(λ0 + s) (λ1 + s)2 (λ2 + s)2 − β1R′1λ0  (λ2 + s)2 − β1R′1R′2  (λ0 + s) (λ1 + s)

R1R′1R′2  are defined accordingly.

⎡
⎢
⎣

⎡
⎢
⎣

3. Discussion

In section 2.6 we have obtained the forms of
different P00 (s) i.e., the waiting time distribution
to remain in the healthy state and also N00 (s) i.e.,
the expected number of visits to the healthy state
0 by a cancer patient during the treatment interval
(0, t], under three cure time distribution viz.,
exponential, uniform and Rayleigh with the help
of Laplace transformations. Now on using the
Final Value Theorem, we have that as s → 0,
t → ∝ and consequently to have a picture of the
behaviour of different and P00 (s) and  N00 (s), we
have simulated some data with some pre assigned
values of the different parameters under study
viz., λ0 = 0.5, λ1 = 1.5, λ2 = 2, μ1 = 0.02,
μ2 = 0.002, a1 = 0.06, a1 = 0.006, β1 = 0.0004,
β2 = 0.00008 with values of s taken as {4.1 (−0.1)
0.1}.

From all the simulated values, it can be
observed that as a s → 0, i.e., as t → 0, t → ∝,
P00 (s) increases in all the three cure time

distributions. But on a close look, it is obvious
that in a large time interval, the number of
patients getting cured under exponential cure time
distribution is more as compared to cure time
distribution as Rayleigh and uniform respectively.

Thus exponential distribution will be a better
cure time distribution compared to either
Rayleigh or uniform cure time distribution in  a
large interval of time. Similarly, for shall t i.e., in
a finite time interval, exponential cure time
distribution is giving better result than the
Rayleigh and uniform cure time distribution in
terms of number of patients getting cured.

Now in accordance to our aim to retain the
patients in the state 0, i.e., in the healthy state
with proper treatment as long as possible, it is
better to have more number of patients visiting
state 0 during treatment. By looking at the
simulated values of N00 (s), it can be observed that
exponential distribution will be a better cure
time distribution than Rayleigh and uniform
distributions.
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